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ChatGPT
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ChatGPT, Can you help me?

Video Editing Credit: Vinay Mune Gowda, Accion Labs

http://www.youtube.com/watch?v=AsWL1S2lMVI
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● Generative AI is a powerful 

technology that enables machines to 

generate new content that is similar 

in style or pattern to existing data. 

● As an example, a Large Language 

Model (LLM) can be trained on a vast 

amount of text data from various 

sources, such as books, articles, and 

websites, which allows it to 

understand the structure and 

patterns of language. 

● Using this understanding, the LLM can 

generate new text that is both 

original and coherent.

What is Generative AI?
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Landscape of Generative AI

• Transformers

• Transformers are a type of neural network architecture that is particularly suited for generating text. 

• Examples: GPT-3, (Chat)GPT, BERT

• GANs

• A set of two neural networks - a generator and a discriminator - that work together to generate new 

data that is similar to the original dataset. They are commonly used to generate images and videos.

• Examples: StyleGAN, CycleGAN

• VAEs

• VAEs are a type of neural network that can learn the underlying structure of a dataset and generate 

new data that resembles the original data. They are commonly used to generate images, music, and 

speech.

• VAEs create new data similar to the original but not identical, allowing for diversity.

• VAEs generate diverse data that follows the original dataset's patterns.

• Examples: Beta VAEs, Convolutional VAEs, Adversarial Variational Bayes (AVB), Vector Quantized 

Variational Autoencoder (VQ-VAE), World Models
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Generative AI: Scopes across landscape

Category Description Example(s)

Text Summarising or automating content GPT-3

Images Generating images DeepDream

Audio Summarising, generating or converting text in audio Lyrebird

Video Generating or editing videos Flexclip, Magisto

Code Generating code Github Copilot, Codota

Chatbots Automating customer service and more Bank of America, H&M

ML platforms Applications / ML platforms. AWS SageMaker, GoogleVertex.AI

Search AI-powered insights. Algolia

Gaming Gen-AI gaming studios or applications. AI Dungeon, DeepMind's AlphaGo

Data Designing, collecting, or summarising data. Google's AutoML, Appen
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What is a Large Language Model (LLMs)?

1. LLMs can generate human-like language
○ Analyze large amounts of text data

2. GPT-3 as an advanced LLM
○ Can generate high-quality text content

○ Supports various styles and genres

3. Benefits of LLMs
○ Automate certain aspects of content creation and 

communication

○ Improve consistency

○ Reduce costs

4. Responsible use of LLMs
○ Acknowledge imperfections

○ Avoid generating errors or biased content

○ Careful consideration of potential impacts.
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Timeline of the LLMs

Turing Paper ELIZA 
(chatbot)

Transformer 
Architecture 
(Google)

GPT-2, BERTGPT-1 GPT-3 BERT 480B GPT-3.5 LLM in 
mainstream 
(ChatGPT, 
BARD)
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How LLMs differentiate with NLP and business use cases

LLMs and NLP can be used to create intelligent chatbots and virtual assistants 

that can help customers with their inquiries, provide support, and offer 

personalized recommendations.

• Sentiment analysis

• Content creation and optimization

• Customer service automation

• Fraud detection

• Language translation

• Resume screening

• Personalization

• Market research

• Speech recognition
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• Generative Pre-trained Transformer 3 
(GPT-3) is an autoregressive language model 
released in 2020 that uses deep learning to 
produce human-like text. Given an initial text 
as prompt, it will produce text that continues 
the prompt.

• Authored by OpenAI

Introduction to GPT-3
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ChatGPT: Introduction and Timeline
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ChatGPT: Users Timeline
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Transformer Architecture (GPT-3 is based on this)
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Architecture of GPT-3
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Prompt Engineering

● Prompt engineering is a 

NLP concept that involves 

discovering inputs that 

yield desirable or useful 

results (or) How to talk to 

AI to get it to do what you 

want
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Prompt Engineering Examples

Prompt:
Translate the following sentences from English 
to Turkish:

Hello! How is the food here?

LLM Response:
Merhaba! Buradaki yiyecekler nasil?
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Prompt Engineering Examples

Direct Instruction:

Specific 
Response



© 2023 Accion Labs

Prompt Engineering Examples

No Instruction:

Incorrect Response
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Prompt Engineering: Salient Features

Prompt is at the 

heart of working 

with LLMs

Prompts can be 

simple text to 

very complex 

instructions

Coming up with 

good prompt is 

a combination 

of art and 

science
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Types of Prompting

1. Prompting  by Instruction
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Types of Prompting

2.    Prompting  by Example
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Types of Prompting

2.    Prompting  by Example
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ChatGPT: Use cases
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Use Case - Text Generation
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Use Case - Text Classification
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Use Case - Language Translation
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Use Case - Question Answering



© 2023 Accion Labs

Use case: Text Summarization
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Use case: Image Generation
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Use case: Image Generation
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Product Development and Integration life cycle with GPT-3

Choose 
the use 

case

Prompt 

Engineering

Zero-shot 

learning

Few-shot 

learning

Fine-tuning

Deploy the 

model to 

OpenAI 

Platform

Testing and 

Validation
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Business use cases of LLMs

• Low-code development

• Predictive maintenance

• Knowledge management

• Medical diagnosis and treatment

• Fraud prevention

• Personalized education

• Natural language programming

• Automated document processing

• Cybersecurity

• Virtual assistants for employees
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Results

What type of requirement can qualify for LLMs/ ChatGPT?

Start Input the Data LLM Model
Text 

Embeddings
EndQuery Data

New Tech Debt Item(s)

1. Documents
2. Communicati

on Chat
3. Webpages
4. Transcript

1. Question-Answering
2. Natural Language 

Query
3. Text Completion
4. Sentiment Analysis
5. Text Summarization
6. Named Entity 

Recognition
7. Text Classification
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Pricing of Language Models(LLMs) from OpenAI.

Model Type Training Cost Usage Cost

GPT-3.5-turbo ChatGPT N/A $0.002 / 1K tokens

ADA Fine-tuning with Custom Data
$0.0004 / 1K tokens $0.0016 / 1K tokens

Babbage Fine-tuning with Custom Data
$0.0006 / 1K tokens $0.0024 / 1K tokens

Curie Fine-tuning with Custom Data
$0.0030 / 1K tokens $0.0120 / 1K tokens

Davinci Fine-tuning with Custom Data
$0.0300 / 1K tokens $0.1200 / 1K tokens

ADA

Embedding model: Advanced search, 
clustering, topic modeling, and 
classification functionality

N/A $0.0008 / 1K tokens

Prices are per 1,000 tokens. You can think of tokens as pieces of words, where 1,000 tokens is 

about 750 words. This paragraph is 35 tokens.
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Questions?
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Thank you.

Email: chetan.khatri@accionlabs.com


